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Abstract—Ancient texts are unique evidence providing a
glimpse into the thoughts, day-to-day life, and culture of
people of long-gone eras. Paleography, the study of writing,
aims at documenting the inscriptions, transliterating the
texts, reconstructing their historical context, and studying
the evolution of writing itself. The digital revolution gave
rise to computational paleography, introducing new tools
of data acquisition, image processing, and machine learn-
ing. Herein, we will provide an introduction to the emerging
field of computational paleography through the lens of
ancient Hebrew inscriptions, dating from the Iron Age
through the Middle Ages. The years that passed since their
composition had a great effect on their preservation level,
including blurs, stains, and erosions; moreover, some docu-
ments tend to fade in the years after their discovery. There-
fore, it is of paramount importance to promptly document
ancient inscriptions using the most suitable imaging techni-
ques, such as visible, infra-red, or multispectral imaging.
Image analysis and processing techniques, such as binariza-
tions, letter segmentation, and letters’ prior estimation are
valuable in their own right or may serve as a stage for sub-
sequent tasks. We will also discuss automatic handwriting
analysis and writers’ identification, which could shed light
on the historical background of the inscriptions.

Introduction

Among the most informative pieces of evidence regarding
human history is the written word. The task of the paleographer
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is to analyze, document, and decipher ancient inscriptions, as
well as to study the evolution and variation of the scripts, put-
ting them in a coherent chronological and spatial context (see
Figure 1 for an illustration of a typical paleographic study).
Accordingly, the paleographic information, encompassing vari-
ous languages, scripts, and epochs, is indispensable in disentan-
gling the broader historical puzzles.

Manual paleographic research faces several essential chal-
lenges. In particular, most of the paleographic tasks (e.g., com-
paring numerous characters across many corpora for dating
purposes, or finding analogies in other extant texts) are time-
consuming. Due to the commonly performed in-depth analysis
(some paleographic publications may deal with a barely visible
line of text, a word, or even a character!), this is true even for a
single inscription, and it is certainly a major challenge if hun-
dreds of documents are involved. Additionally, it can be argued
that it is difficult for the paleographer to stay impartial within
the realm of the analysis, and hence documentation might be
conflated with interpretation.

Fortunately, in recent decades, the digital revolution has begun
to permeate many fields of research in the humanities. In partic-
ular, it gave rise to computational paleography, introducing new
tools of data acquisition, image processing, and machine learning
to the field. This provided the machinery for many transforma-
tive studies pushing the boundaries of traditional paleography
for different periods and types of scripts. However, in order to
keep this article within a reasonable scope, we limit our discus-
sion to various ancient Hebrew corpora, valuable due to their
archaeological, historical, and theological significance.

The Hebrew inscriptions we consider span across diverse
periods, beginning with the Biblical kingdoms of Israel and
Judah in the Iron Age (ending with the destruction of the
First Temple by Nebuchadnezzar in 586 BCE) through the
Hellenistic and Roman eras (ending with the destruction of
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(©) Line# Translation

1 Your friend Hananyahu (hereby) sends gree-
tings to (you) Elyashiv and to your household. | bl-
ess (you) by Yahweh. And now, when | left

your house | sent the

receipt to Ge'alyahu [by the intermediary] of
Azaryahu. Carry the purse

with you! And return a[ll of it]

® N s ® N

If (there is still) silver <...> (in the sum of) 5 Xar. And if there is still
9 any oil left at your [pJost — send it!

10 (As for the other thing,) drop it, don't send it! / one unit

11 or[..]5(2)

12 the [...]

13 not/or

14 fresh (?)

Figure 1

An example of typical paleographic tasks. (a) Ostracon 16 (front
side) from Tel Arad, ca. 600 BCE—characteristic erosions and
stains are evident; (b) manual facsimile documenting the
inscription; (c) translation. Adapted from [1].

the Second Temple by the future Roman emperor Titus in 70
CE) and ending with the prosperous and multicultural Mid-
dle Ages. The main corpora that were preserved through the
years and investigated using computational methodologies
are: Hebrew ostraca (ink-on-clay inscriptions; 8th to 6th cen-
tury BCE), the Dead-Sea Scrolls (3rd century BCE to 1st cen-
tury CE), and the Cairo Genizah fragments (9th to the 19th
century CE); see Figure 2 for an illustration.

The Hebrew alphabet has changed significantly over the
course of history. It appeared during the First Temple period,
as an evolution of the proto-Canaanite alphabet (in fact,
almost all modern alphabets stem from this same source).
After the destruction of Jerusalem by Nebuchadnezzar II,
king of Babylon, the Hebrew script has been undocumented
for several centuries. When Hebrew writing re-emerges dur-
ing the Second Temple period, it adopts the square Aramaic
script. This script is the one used in the Dead-Sea Scrolls; its
development can be seen in the Cairo Genizah fragments, as
well as in modern noncursive Hebrew writing.

Additionally, the Hebrew documents under discussion herein
were written on a plethora of mediums such as ostraca,

Figure 2

Ancient Hebrew inscriptions. (a) Iron Age ostraca, the Ophel
ostracon, adapted from [2]. Note the blurred, eroded, and
faded text. (b) Fragment of a Torah Scroll, possibly 13th
century, found in the Cairo Genizah (MS. Heb. a. 4), adapted
from [3]. Note the prominent stains and tears. (c) Dead Sea
Scroll fragment 4Q7, Genesis 1, adapted from [4]. Note the
missing parts of the inscription.

papyri, parchment, vellum, paper, and cloth. Due to the dif-
ferences in time of composition and writing material, they
represent various states of preservation, typically rather
problematic. The inscriptions might include blurs, stains, and
erosions (see Figure 2 for such issues); moreover, some
documents tend to fade in the years after their discovery.
The presence of such issues represents a major challenge for
both classical and computational paleography.

The main impetus behind computational paleography proj-
ects is to help paleographers cope with the abundance of
data, reduce the subjective involvement in the technical pro-
cesses of documenting and extracting the letter shapes, and
take advantage of empirical scientific methodologies to pose
and resolve questions that could not have been conceived
otherwise. All these tasks have to be dealt with minding the
incomplete and noisy properties of the materials involved,
which do not allow for the employment of off-the-shelf image
processing and machine learning algorithms.

The rest of this article is organized according to common
computational paleographic tasks:

1) Image acquisition: Visible, infra-red, multi- and hyper-
spectral imaging, reflectance transformation imaging
(RTI), Raman spectroscopy, and micro-CT.
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2) Image analysis and processing: Image selection, image
blending, binarization, and segmentation.

3) Handwriting analysis: Writer comparison and classifica-
tion, fragments’ matching, letters’ prior estimation, and
dating based on handwriting style.

4) Further tasks: Comparison of manually created facsimiles,
transcription-assistance tools, optical character recogni-
tion (OCR), and transcripts alignment.

We will conclude with our thoughts regarding the applicabil-
ity of the surveyed methods for other ancient and modern
types of writing, and highlight open problems and possible
future research directions.

It is important to stress, that unlike other fields of research per-
taining to information processing, there are no established
state-of-the-art standards for either of the tasks in the pipeline.
This is so because each of the research projects we discuss
below is concentrated on its own set of different problems. The
organization of this article is a mere attempt to put these under
common titles, but in essence, the various algorithms cannot be
compared as they are tailored to deal with different scenarios.

Image Acquisition

A major issue that arises in dealing with ancient inscriptions
is their state of preservation. In some cases, these inscrip-
tions were buried underground for several millennia and
have gone through postdepositional processes, while in
others they have been torn and traveled around the globe for
centuries (e.g., Cairo Genizah texts). Exposing such delicate
materials to daylight might also cause a gradual process of
ink traces decay (e.g, some Iron Age ostraca which have
been unearthed about 70 years ago are barely legible today).
Thus, it is of utter importance to document ancient inscrip-
tions using the most suitable imaging techniques promptly
after their discovery.

Visible light photography is the most common way of docu-
menting inscriptions. Since ancient inscriptions tend to suffer
from decay, oftentimes the photographs taken shortly after
their discovery are the best documentation we have. In many
cases, these photographs were taken using analog cameras,
and the images were recorded in the form of negatives (film
and sometimes even glass). Thus, a preliminary process to
enable computational analysis involves the digitization of the
data (i.e., scanning the negatives). Both the Cairo Genizah,
the Dead Sea Scrolls, and the Iron Age ostraca have gone
through a digitization process, making most of the docu-
ments accessible in a digital format [6], [7], [8], though in
varying degrees of accessibility and quality.

In cases of incised inscriptions (e.g., some of the Iron Age docu-
ments are incised on rocks or pottery sherds), RTI [9] may be

beneficial. The basic idea of RTI is that the camera and artifact
are fixed, while the light angle varies over a spherical dome, cre-
ating a series of images with shading effects.

Another imaging technique used to improve the legibility of
inscriptions is Infrared Reflectography (IRR). In IRR, broad-
band infrared light is emitted onto the surface of the artifact
and the reflected photons are recorded. In cases where some
traces of ink remain on the surface, perhaps invisible to the
naked eye, IRR may help in improving the legibility. During
the 1950s, IRR was used to document the Dead Sea Scrolls
close to their time of discovery [8]. Since IRR improved the
legibility of many parchment-based inscriptions, it was
thought to be optimal for ostraca imaging as well. However,
later studies showed that this is not always the case [10].
IRR has been used on the Cairo Genizah fragments, but
mainly as part of material classification and not as a system-
atic way of improving legibility [10].

More recently, multi- and hyper-spectral imaging systems were
introduced to the investigation and preservation of ancient
documents. Similar to IRR, in these techniques, broadband light
is emitted unto the artifact surface. However, here the reflected
light is measured separately for different wavelengths; e.g,, by
utilizing narrow bandpass filters. That is, the imaging system
counts the number of photons reflected in numerous wave-
length ranges for each band. Multispectral imaging systems nor-
mally have a few dozens of recorded bands, whereas hyper-
spectral systems have a few hundreds.

The study in [10] established a methodology for multispectral
imaging optimized for ostraca. This technique has not only led
to several new and improved readings of inscriptions [1], [10],
[12], [13], [14], [15], but has also enabled the discovery of a
brand-new inscription written on the back side of an already
known ostracon, Arad 16 [1]; see Figure 3. The Dead Sea Scrolls
have also been recorded systematically using multispectral
imaging, and the images are available online [5].

Two less commonly used techniques are Raman Spectroscopy
and micro-CT scanners. A Raman spectroscopy-based molecular
scanner has been developed and used on ostraca in a proof-of-
concept study, showcasing that ink traces can be mapped using

(a)

Figure 3
The backside of Arad 16 ostracon. (a) Standard digital image. (b)
Multispectral band centered around 890 nm. Adapted from [1].
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such instrumentation [16]. Micro-CT scans have been used to
perform a successful digital unwarping and reading of an En-
Gedi scroll (dated to the third or fourth century CE), avoiding
the need for destructive procedures [17].

For a survey of similar and other applicable techniques in the
setting of European documents (and objects of art), see [18].
Indeed, just as can be seen above for Hebrew documents, no
universally applicable solution is offered, and all the methods
are materials-dependent.

Image Analysis and Processing

Several image processing procedures can either be beneficial
by themselves or as an intermediate stage for downstream
processing tasks. The most common of such algorithms are
binarization (i.e., creation of a black-and-white image of the
inscription), and the closely-related segmentation (i.e., iden-
tifying and potentially “cropping” key areas in the image,
such as characters). Both procedures can utilize grayscale,
RGB, multi- or even hyper-spectral images as input data,
with the former being the most common option.

Choosing the best input image is an interesting problem in its
own right. Indeed, sometimes several images of the texts pos-
sessing different qualities are in existence, and an intelligent
choice between them has to be made. To this end, several
contrast measures have been suggested in the past, eg,
Weber, Michelson, RMS, and CMI (see their analysis and pre-
vious literature in [19]). However, the measured contrast of
a given image can be misleading, as it might be affected by
numerous potentially beneficial grayscale transformations
performed by existing image processing software solutions.
Therefore, the challenge is to measure the contrast of an
image taking into account all its possible grayscale transfor-
mations. This problem leads to an alternative “Potential Con-
trast” (PC) measure, providing an analytic and extremely
efficient solution. The PC measure was suggested in [19] and
tested, among other types of images, on Iron Age ostraca
(Horvat Radum, Horvat Uza) and one of the Dead Sea Scrolls.

Instead of choosing one particular image, an alternative
approach would be to blend different images of the inscrip-
tion into a single one, with multiple channels. Such a tech-
nique, combining new multispectral and old IRR images is
offered in [20]. The proposed method consists of a two-step
registration procedure—a coarse global transformation, fol-
lowed by a fine local warping based on interest point match-
ing. If the resulting “stacked” images are to be used directly
by subsequent processing stages, these have to be adapted
to accept multichannel images as their inputs.

Binarization is a common stage in computational paleography,
mimicking the manual black and white facsimile creation per-
formed by professional scholars. Several easy-to-implement

binarization algorithms are in widespread use. The most com-
mon global thresholding technique (setting one threshold for
the whole grayscale image) is Otsu, maximizing the between-
class variance. The common local techniques, making use of
pixel values and their first and second-order statistics within a
sliding window, are Bernsen, Niblack, and Sauvola (see previ-
ous literature and analysis in [21]).

Provided the special challenges of ancient degraded and
noisy inscriptions, several specifically tailored binarization
algorithms have been proposed. The multistep method in
[22] begins with global thresholding, forming initial con-
nected components (CCs). Within these, a quality evaluation
is performed, resulting in pixels being assigned to either the
foreground, the background, or transitional sets. First and
second-order statistics of distance transforms of transitional
pixels from the foreground are utilized to mark some charac-
ters as noisy. In such cases, a local morphological growing
scheme that expands the characters to their final form is
employed.

If a manual imperfect facsimile of the inscription exists, the
algorithm in [21] suggests mining its information for binar-
ization purposes. The process begins with preliminary global
registration of the facsimile to the inscription image and con-
tinues with unconstrained elastic registration of each CC of
the facsimile. A smoothing of the movements, akin to the
median filter, is then performed to avoid local maxima. Sub-
sequently, a binarization is conducted within a bounding
octagon of each CC by setting the threshold according to the
proportion of foreground pixels within the registered facsim-
ile. Finally, an optional speckle-removing procedure can be
performed. An example of binarization outputs for this and
other algorithms, applied to Iron Age Arad 1 ostracon, can be
seen in Figure 4.

The binarizations can also be improved by various means.
The method in [23] is based on a sparse dictionary-learning
technique. A black and white dictionary is constructed
from a clear source (such as a facsimile) and learned by
k-medians, k-medoids, or extensive dictionary techniques.
For each patch in the existing imperfect binarization, the
most suitable replacement from the dictionary is chosen via
a minimization procedure. The results of this study indicate
that the k-medians and k-medoids methods are sound, with
k-medians algorithm demonstrating better robustness to ini-
tial database shrinkage.

Alternative binarizations’ improvement solution, chosen in
[24], is based on PixelCNN++, an autoregressive generative
model, designed for image data. Four configurations are sug-
gested: unmodified baseline; single model adaptive orienta-
tion; single model adaptive orientation, conditional; and
multimodel adaptive orientation. Performance-wise, it seems
that adaptive single- and multimodels achieve the best PSNR
results.
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Figure 4

Comparison of binarizations for Arad 1 ostracon.
(a) Inscription grayscale image. (b) Otsu. (c) Bernsen. (d) Niblack.
(e) Sauvola. (f) Shaus et al. 2012. Adapted from [21].

Finding the characters’ segmentation is a closely related
problem. Indeed, upon achieving a satisfactory binarization,
a segmentation might be as easy as extracting the CCs—per-
haps several of them, if a complex character is of interest. A
morphological filter taking such considerations into account
is described in [22]. It consists of structuring element gener-
ation, character extraction, character validation, and struc-
turing element adaptation stages.

However, a binarization might not be easily attainable, and one
might be tempted to segment characters directly from the image
itself. In such a case, a semi-automatic approach might be sug-
gested, as in [25]. This study proposes a reconstruction of char-
acters stroke-by-stroke, with a minimal user input. A stroke is
defined as a piecewise-smooth part of a character with a specific
radius of writing at each point, resulting from the act of writing.
This definition reflects and reconstructs scribe’s read pen move-
ments. An energy functional minimization procedure is
employed in order to find a solution to the corresponding opti-
mization problem, resulting in plausible results—some of which
can be seen in Figure 5.

To sum up, just as in the case of image acquisition, image anal-
ysis and processing are to a large extent domain-dependent.
Indeed, this is also the case for various types of European
texts, as reflected in the survey [26]. In fact, despite existing

O ORI OB ©
Tl

Figure 5

Restoration of a character waw from Arad ostracon 24.
(a) Original image. (b) and (c) reconstructed strokes.

(d) Resulting character restoration. Adapted from [25].

benchmark databases for such documents, there continues to
be a debate on the proper way to evaluate the algorithms,
given that humans do not always agree on the ground truth at
the pixel level (see discussion in [27]). Moreover, [26] also
mentions the foremost issue of algorithm reproducibility: it is
not always clear which parts (pre-/postprocessing, parameter
tuning, local threshold selection) of previous algorithms were
successful and should be reused; few authors provide a full
documentation and make their code publicly available. Gener-
alizing algorithms across domains also remains a challenge.
Finally, it was noted that methods tend to break when there
are large stains, or in the presence of border noise.

Handwriting Analysis

Handwriting is considered to be a unique “fingerprint” that
characterizes a scribe. The distinct style of writing plays a
significant role in identifying writers, tracking the evolution
of the script, and dating the inscriptions. Although classical
paleography aims at answering these questions, computa-
tional handwriting analysis can supplement the traditional
studies by providing efficient and statistically justified evi-
dence, shedding light on long-debated historical questions.

Among the main challenges of ancient handwriting analysis
are the limited number of available documents (i.e., this is a
case of “small” rather than “big data”), the lack of labeled ref-
erence data, as well as the poor preservation level of the
documents. Due to these complexities, which vary across cor-
pora, new analytical methods, not necessarily based on deep
learning, had to be developed.

The common handwriting analysis tasks are as follows.

1) writers’ comparison or classification;
2) fragments’ matching (finding ‘joins”);
3) letters’ prior estimation;

4) dating based on handwriting style.

Although the medium and the research question may vary,
there is a common flow that can be observed in most of the
studies that deal with handwriting analysis. In Figure 6, we
illustrate this flow, used in [28], [29], [30], and [31].
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Common stages of computational handwriting analysis.

Typically, document analysis focuses on analyzing the geo-
metrical shapes of the characters in the text, however, at
times, other “global” geometrical aspects of the document
are considered (see [32]). Table 1 summarizes the common
steps performed by key papers in the field, representing, to
the best of our knowledge and judgment, the culmination of
efforts of all the existing research groups in the field.

Writers’ Comparison or Classification

Commonly, the methods are employed on a character level.
Therefore, initial data cleansing and standardization procedures,
e.g, rotating the characters according to their line inclination
[28], [29], aligning them to one another, and resizing them based
on a predefined scale, are of utmost importance.

Once the character images are standardized, a set of features,
incorporating their various geometrical aspects, is extracted.
There is a wide variety of possible features that may be use-
ful for handwriting analysis. The decision regarding the opti-
mal set of features might be influenced by the research
question at hand, the information in use (i.e., the original
images, binary images, or multispectral cube of the inscrip-
tions), the amount of available data, and its variability. Usu-
ally, due to the degradation of historical documents,
automatic handwriting analysis tasks rely upon features
extracted from clear images of the characters (i.e., characters’
binarizations, see the previous section for additional details).

The extracted features can be adapted from the domains of
Computer Vision and Document Analysis. For example, in [22],

the authors designed shape-related features that are sensitive
to small differences in the character’s forms, while taking into
account the various aspects of the proportion between the let-
ter volume and its background. In the studies reported in [30],
[33], and [34], several features were utilized, referring to
aspects such as the character’s overall shape, the angles
between strokes, the character’s center of gravity, as well as its
horizontal and vertical projections (the full list of features con-
sists of SIFT, Zernike, DCT, Kd-tree, image projections, L1 and
CMI (see [30] for additional information).

In [29], the authors also used SIFT for the comparison task,
while in [31], three-level feature extraction was employed:
(a) texture-level captured the curvature and slant of the con-
tours of characters using the Hinge method; (b) character-
shape (allograph) level, namely Fraglets, using a Neural Net-
work that reduces their dimension; (c) adjoined feature,
combining the previous two.

Later, the extracted features can be combined to provide an
embedding into the features’ domain. This task can be
addressed either by feature combination [29], [30] or by fea-
ture selection [22], [31]. Typically, the feature vectors are
normalized prior to performing either activity, in order to
deal with features on the same scale [29], [30], [31].

In the case of feature combination, all the features are blended
into a single descriptor (e.g, a vector), retaining all the mean-
ingful information. In [30], [33], and [34], the features were
combined into a single, generalized feature vector, that
described each character by the degree of its proximity to all of
the characters. In [29], the features were combined using the
bag-of-visual-keyword method, constructing a histogram based
on a predefined dictionary. In [31], PCA was applied, while in
[22], Fisher Linear Discriminant Analysis was used.

The feature selection approach assumes that some features
might not have a disproportionally large influence on the
result, and therefore, selecting them (and disregarding the
others) can be beneficial. For example, in [19], the sequential
forward floating selection was utilized.

Using the embedded representation of the characters, the
degree of similarity between documents can be measured
according to combined features, representing various
aspects of the text. Thus, distances between elements are
measured and statistical inference is performed in order to
answer the research questions posed. The distances can be
simple Euclidian distance (e.g., [29], [30], [33], [34]), or a dis-
tance tailored to the descriptors of the feature (e.g., Pearson’s
chi-square test statistics in [31]).

Finally, the document analysis task can be addressed. As men-
tioned above, several goals can be tackled. In [22], the authors
dealt with the writer identification in Medieval Hebrew calli-
graphic documents, by utilizing k-nearest neighbors, with k =

1
IEEE §|TS THE INFORMATION THEORY MAGAZINE OCTOBER 2022 95

Authorized licensed use limited to: TEL AVIV UNIVERSITY. Downloaded on December 13,2022 at 16:40:00 UTC from IEEE Xplore. Restrictions apply.



Paper Corpus Task
Medieval
Bar Yosef calligraphic Writer
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to 14th—16th CE.
. . Handwriting
Wolf et al. Callro Gen_lzah, matching
[29] written mainly in o
the 10th—15th CE . .
classification
Falger_ibaum- Arad and Samaria Estimation
Golovin et al. of the
[30], [33] ostraca dated ca. number of
’ . 600 BCE and 8th . .
Shaus et al. century BCE scribes in a
[34] r : given corpus
Shaus and Arad ostraca Efs ttrl:zatlon
Turkel [35], dated ca. 600 BCE number of
Shaus et al. and 8th century . .
[34] BCE scribes in a
: given corpus
Dead Sea Scrolls,
p dated to 4th .
Popovic Writer
etal. [31] ey BCIE = 2 identification

century CE, Great
Isaiah Scroll.

Feature Handwriting
Feature Extraction Combination / Analysis
Selection Method
Different aspects of Squentlal foryvard k-qearest
. floating selection, neighbors
letter area with . . :
. Fisher linear & Linear
respect to its L
discriminant Bayes
background . .
analysis classifier
Bag-of-visual- Nearest
SlFr keyword neighbor
Template matching, Each character is
SIFT, KD-tree, described by its Hvpothesis
horizontal and vertical distance from all teﬁ)in
projections, Zernike other characters of 9
moments, DCT. the same type
Binary pixel Each character is
patterns—3 x 3 black dgscrlbed by a Hypothess
. histogram of testing
and white patches
patches
Curvature and slant
of the contours, Manual
characters shape PCA visual
level using Neural analysis

Networks

1,..., 5, or a Linear Bayes classifier. Their results indicate good
results when the classification was based on the majority rule.
In [29], the writer attribution method was applied to texts orig-
inating from the Cairo Genizah. The proposed method selected
the nearest neighbor from reference data. The reported accu-
racy was acceptable for handwriting recognition, with moder-
ately good classification results.

In [30], estimation of the minimal number of writers is
addressed by the document comparison method, and by test-
ing the null hypothesis “both texts were written by the same
author.” The p-values obtained for each relevant letter in the
alphabet are later combined into a single p-value via the
well-established Fisher’s method. The minimal number of
writers was established by finding the largest pairwise dis-
tinct document set (“clique”). When evaluated on Modern
Hebrew documents, the algorithm yielded 2% of False Posi-
tive and 2% of False Negative results. Applied to the corpus

of 18 texts from the tiny Arad fortress located in the Judean
Desert (ca. 600 BCE), four distinct scribes were identified,
with repercussions regarding the widespread literacy in the
late monarchic Judah. Further upgrades of the method in
[34] yielded five distinct scribes in the same setting.

In another related study [33], the Arad corpus was utilized to
establish the confusion matrices for inscriptions of different
lengths. These formed the foundation for an enhanced tool-
box providing the maximum likelihood estimate of the num-
ber of hands in another corpus under investigation. The
method was employed on 31 ostraca from the 8th century
BCE Samaria, the capital of the biblical kingdom of Israel. It
was established that these texts were most likely written by
only two contemporaneous scribes recording the shipments
in Samaria over the span of seven years. These outcomes
contrast with the results of relatively widespread literacy in
Arad mentioned above.
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The study in [34] computationally analyzed the Arad ostraca
handwriting; the results were contrasted with the examina-
tion by forensic document expert. The study demonstrated
substantial agreement between the results of these indepen-
dent methods of investigation. Remarkably, the forensic
examination revealed a high probability of at least 12 writers
within the analyzed corpus, indicating that the computa-
tional methods are rather conservative in their conclusions.

We also note two additional lines of research, published in
[34], [35], and [36], which performed writer identification
on the Arad corpus, testing the null hypothesis that two
given inscriptions were written by the same author. The
study in [35] utilized a histogram of binary pixel patterns
(3 x 3 black and white patches) to represent the characters,
and performed multiple experiments of the Kolmogorov-
Smirnov test for each letter and each patch, combining the
resulting p-values via Fisher’s method. Some corrections tak-
ing potential correlations between p-values were introduced
in [34]. The different method suggested in [36] projected let-
ters’ binarizations via multidimensional scaling and per-
formed a two-sample t-test.

In [31], the authors examined the Great Isaiah Scroll, belong-
ing to the corpus of Dead Sea Scrolls. The authors performed
a manual analysis of the visualized data embedded in 3-D via
PCA. Unfortunately, no accuracy estimation on ground truth
data was provided within the scope of that paper.

Fragments’ Matching

Another interesting and related procedure is the matching of
fragments. Finding “joins” between different pieces of the
same document, as presented in [32], avoids the weighty
pipeline required and used by handwriting analysis, and sub-
stitutes it for a global analysis. Several measurements quanti-
fying the geometrical aspects of the document are
considered: number of lines, average line height, the stan-
dard deviation of line height, average space between lines,
the standard deviation of interline space, and different
bounding box aspects.

Letters’ Prior Estimation

Yet another handwriting analysis task is the “letter prior”
estimation. In paleography, it is oftentimes assumed that
each writer has a prototype for each letter in the alphabet. In
large paleographical studies, a manually created paleo-
graphic table containing such representative characters is
often provided. Such tables can be used for style and chrono-
logical analysis. The laborious process of priors’ estimation
is a natural candidate for computational implementation.
Indeed, several prior estimation methods were proposed in
the past. In [28], the priors were extracted using fragments
of characters that were registered via different techniques.
In [37], median calculation per pixel was performed, while in
[36], a histogram of representative medoids was constructed.

Dating Based on Handwriting Style

Another task, important for historical reconstructions, is the
period attribution (“dating”) based on computerized hand-
writing style analysis. The only example of handling this
question in our context, provided in [20], tested the discrimi-
nation capabilities of several measures: interest-point dis-
placement norm, Jaccard index, and mutual information. On
Dead Sea Scrolls, which provided material from Herodian,
Hasmonean, and Hellenistic-Roman inscriptions, the dis-
placement norm and mutual information managed to dis-
criminate between the Hellenistic-Roman period and each of
the other two, whereas the Jaccard index was only able to
discriminate between the Hellenistic-Roman and Hasmonean
periods. For comparison, see a survey dealing with dating
European texts [38]; methods incorporating linguistic fea-
tures (a challenge for ancient Hebrew corpora) are found to
be especially beneficial.

Summary

In this section, we reviewed several methods for perform-
ing handwriting analysis tasks. A decade or so ago, when
the field of computerized paleography was in its infancy,
no off-the shelf methods existed, and therefore brand-new
algorithms had to be developed. Although, superficially,
some of the research questions resembled each other, in
fact, the writing medium, the script, the documents’ level
of preservation, as well as the amounts of available data,
posed unique challenges and dictated distinct solutions.
Implementing these often (and regrettably) relied on short-
cuts, such as assumptions regarding the input data, or
insufficiently robust and evaluated pipelines. E.g., several
methods assumed an existence of noise-free binarization
(this is a pre-processing step in [22], [30], and [33]); some
(such as [30], [33], and [34]) utilized segmented and
labeled characters. Certain algorithms (e.g., [27]) relied on
a single feature for the comparison task,—this may have
not necessarily captured all the aspects of the handwriting
and could have resulted in a nonrobust result. Accuracy
evaluation is a highly advisable step, especially when a
new method is suggested, however, such stage was some-
times omitted (as in [31]).

Further Tasks

Additional classical paleographic questions can be answered
by computational means. Examples include a comparison of
manually created facsimiles, transcription-assistance tools,
OCR, and transcripts alignment.

As already mentioned, the discipline of paleography relies
heavily on manually-drawn facsimiles of ancient inscriptions.
This practice may unintentionally mix up documentation and
interpretation. Hence, evaluating the quality of the facsimile
is important. In a way, such an evaluation might be seen as

1
IEEE §|TS THE INFORMATION THEORY MAGAZINE OCTOBER 2022 97

Authorized licensed use limited to: TEL AVIV UNIVERSITY. Downloaded on December 13,2022 at 16:40:00 UTC from IEEE Xplore. Restrictions apply.



Figure 7
[llustration of facsimile quality-assessment procedure for
Arad ostracon 34, adapted from [39].

complementary to the comparison of the input images (see
above). Indeed, the toolkit in-use in [39] is also reliant on the
registration of the facsimile to the inscription’s image, and
the CMI metric. The results of the study showcase the
amount of bias present in the facsimiles produced by differ-
ent scholars. For an example, see Figure 7; note the shadows
indicating an imperfect match between the inscription’s
image and the manual facsimile.

On the other hand, Faigenbaum et al. [40] suggest that fac-
similes can also be evaluated as-is on an individual glyph
(character or ligature) level. This can be done via intrinsic
quality assessment features such as stroke width consis-
tency, presence of small CCs (stains), edge noise, and the
average edge curvature. Linear and tree-based combinations
of these features are also considered. The new methodology
is tested and shown to be nearly as sound as human
judgment.

The creation of transcription is another crucial task. Pro-
vided the inscriptions’ state preservation, with missing,
effaced, and dubious characters, searching for an appropriate
reading might be extremely challenging and tedious. This is
the case even if some very detailed dictionary of probably
occurring words is employed. For ancient Hebrew, such
problems can be handled by the tool presented in [41]. It
combines the user’s input (specific certain characters, possi-
ble characters, range of numbers of characters in specific
words, etc.) with computationally efficient search in pre-
existing dictionaries via a regular expressions engine, avail-
able online. For an example see Figure 8.

In the case of pre-existing transcriptions, it is sometimes desir-
able to align them to the inscription’s image. This task is handled
in [42], where the suggested pipeline includes baseline segmen-
tation, line polygon extraction, automated transcription via a
hybrid CNN-RNN method, and alignment of Unicode characters
in transcription with the characters in the image through either
optical SIFT-flow or with OCR results.

The OCR of ancient Hebrew text is dealt with, inter alia and
rather briefly in [22] and [35]. In the former case, a solution

oy n.pr.m. (he hath judged) -
1. father of Elisha. 2. prince
of Simeon. 3. grandson of
Zerub. 4. Gaddite chief. 5.
herdsman of David.

G-39/2008
B.342

Figure 8
Regular-expression driven dictionary search in Qeiyafa
ostracon, adapted from [41].

based on morphological analysis is employed, while the lat-
ter study uses a CNN-RNN hybrid, trained in a supervised
manner via a turn-key Kraken engine, with default parame-
ters. The performance on large-scale test cases, especially in
[35], is not particularly remarkable—as expected for highly
degraded ancient texts with low amounts of training mate-
rial. The survey [43] concurs that the OCR for ancient (non-
Hebrew) texts is a challenging endeavor, and in general not
much work has been done for such documents.

Conclusion

We conclude this article by discussing the applicability of the
surveyed methods for other ancient scripts and highlighting
possible future research directions. Herein we omit the dis-
cussion pertaining to modern scripts, since the technologies
available for both online and offline analysis of these types of
clean data are rather advanced and beyond the scope of the
current article.

The diverse algorithms presented in this article handled
ancient Hebrew inscriptions from different historical peri-
ods. Despite certain evolution in the alphabet, some charac-
teristics of it had persisted throughout the ages: the number
of its letters is 22, and in fact, the letters themselves (alef,
bet, etc.) remain the same—though their shape certainly
changed; most of the characters are disjoint and “touching
letters” are quite rare (unlike cursive writings in other types
of writing, such as modern Latin scripts or Arabic); most of
the characters are composed of just a handful of strokes. Nat-
urally, as discussed above, all these ancient corpora contain
different types of noise and degradation.

Therefore, it is reasonable to assume, that for a script pos-
sessing similar characteristics, such as the closely related
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ancient Phoenician/Punic writing, or the earliest variants of
Greek and Latin script, many of the approaches described in
this article would be almost immediately applicable.

For rather different languages and scripts, the applicability
would require more complicated adaptations. For some ancient
writing systems, the number of symbols in use might be signifi-
cantly larger, e.g,, in ancient classical Egyptian writing with hun-
dreds of common signs, or East Asian scripts with thousands of
symbols—and possibly a large number of strokes. It is quite
likely, that for such scripts, a substantial modification effort
would be required, the amount of input material would have to
be larger, and in some instances, different image acquisition and
image processing techniques would have to be developed (e.g,
for cuneiform writing, it might be a high-resolution development
of RTI combined with a tailored image blending procedure). In
the case of purely cursive languages, segmenting the characters
is a known challenge not covered herein; perhaps if common
words or ligatures are present, these can be employed in hand-
writing comparisons, OCR, etc.

Some possible future research directions might be consid-
ered. In image acquisition, these include wider employment
of hyperspectral imaging, a utilization of UV and Far-IR spec-
tral information, macro XRF (as in [44]), and Raman-based
imaging (suggested in [16]).

In the context of information processing, multimodal data fre-
quently refers to audio and video signals recording the same
scene, thus containing complementary information. In case of
various imaging techniques recording the same object (i.e., writ-
ten artifacts), the complementary information obtained relates
to different physical properties. It is expected that fusing such
data would encompass completely different approaches than
the ones used in the audio-video problem of multimodal signal
processing problems. Another promising avenue of research is a
fusion of different kinds of information, e.g, an underlying lan-
guage model may benefit text segmentation.

Another open problem that could ease the process of analyzing
handwriting significantly is devising a fully automatic binariza-
tion framework. Though this problem seems to be solved in
standard document analysis, the issue with ancient inscriptions
is that in many cases some of the degradations have the proper-
ties of natural signals or missing data. Thus, classical approaches
fail time and time again. It is expected that modern machine
learning approaches coupled with careful modeling of the sig-
nals should break the ground in this respect.

In the recent decade, deep neural networks (DNNs) have
advanced the performance of machine learning significantly
in a diverse set of tasks. Therefore, the fact that we do not
report in this survey any DNN-based approach is somewhat
surprising. However, normally, training DNNs requires a sub-
stantial number of samples—an unattainable scenario in the
context of ancient Hebrew inscriptions. Furthermore, using

artificially generated data, or data generated from other
sources or tasks (e.g., as in transfer learning), may introduce
biases that are hard to account for. Nonetheless, we expect
that in the near future modern self-supervised approaches
could be designed to deal with such issues. In fact, such an
approach has already been employed in the case of Vatican
historical materials [45].

Additionally, in handwriting analysis, estimating the most
likely number of scribes in a corpus with no reliance on exter-
nal data might be an interesting challenge. An even more chal-
lenging and intriguing direction is the characterization of
joint information that is common to a school of scribes. Being
able to define and quantify this in a proper manner would
open the gates to new research questions that can be tackled.

Finally, in our view, to this day, two crucial topics did not
receive enough scholarly attention. The first is the need to
engage the paleographic community by providing and sup-
porting easily usable and deployable software toolkits. The
second is the need to invest more computational and experi-
mental effort to devise best conservation practices for
ancient inscriptions, allowing future generations to experi-
ence and enjoy the remarkable materials currently entrusted
to us.
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